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Projects of the Ministry of Education and Science of the Republic of Serbia:

1. Discrete and continuous stochastic models and applications (number 101834, project 
leader Mathematical Institute SANU, fundamental research program).

2. Development of model and software for risk management, reliability, protection and 
insurance of industrial systems (number MIS.3.07.0083.A, project manager at the Faculty of
Occupational Safety in Niš, Technological development program).

3. Intelligent systems for monitoring the dynamics of thermal behavior of public buildings 
(number 280170, project leader at the Faculty of Occupational Safety in Niš, National 
Energy Efficiency Program).

4. Development of Methods of Calculation and Processing of Information: Theory and 
Applications, (No. 174013, Principal Faculty of Natural Sciences, Niš, Fundamental 
Research Program), 2011-2017.

Commercial Projects
Head of Machine Learning and Data Science at Zucchabar - Intelligent learning platform for self-
driven education, February 2019 – present.

1. Deep learning neural networks for question asking and answering
2. Open domain information extraction and knowledge base completion
3. Deep learning algorithms and architectures for common sense reasoning

Co-Founder of Center for Research and Development in Intelligent Systems, Aug 2018 – 2021
Projects:

4. Anomaly detection on images: detection of faults and problems on railway 
brakes using intelligent image processing 

Machine learning lead scientist and solutions architect,  NIRI 2009 – Oct 2018
Projects:

1. Resume and vacancy semantic parsing and information extraction
2. Knowledge discovery using vector space models of natural language
3. Document classification
4. Unsupervised anomaly detection and diagnosis of Windows system logs 

using recurrent neural networks
5. Intelligent image processing: classification, detection, segmentation

Machine learning team leader,  Accordia Group Nis, 2005 – Oct 2009
Projects:

1. Open domain information extraction: named entity recognition, relation and 
event extraction

2. Knowledge discovery and knowledge base completion
3. Predictive analytics and financial time series prediction 
4. Dynamic warping and time series similarity search
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