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DOI 10.1140/epjp/i2018-12187-6

Regular Article

Eur. Phys. J. Plus (2018) 133: 344 THE EUROPEAN
PHYSICAL JOURNAL PLUS

Influence of space charge density on electron energy distribution
function and on composition of atmospheric pressure He/O2/air
plasmas
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Abstract. Atmospheric pressure non-equilibrium plasma represents an efficient source of reactive species
for different kinds of applications. Rich chemistry of such plasmas develops on longer time scales and
is difficult to handle by kinetic models so global models are often applied to study such processes. The
Maxwell-Boltzmann (MB) distribution is often used in global modelling of these non-equilibrium systems,
even for the calculation of electron rate coefficients. In order to test the sensitivity of plasma composition on
the space charge density and consequently on the assumed electron energy distribution function (EEDF),
the zero-dimensional global model is applied to the helium/oxygen mixture (0.5% of O2) with humid air
impurities. To test the effect of the distribution function on global models we have included the data
calculated based on the non-equilibrium EEDF for the processes where often exponential Arrhenius-like
formulae as a function of the effective temperature are used. The initial calculation showed that the change
in the form of distribution function mainly affects the processes with thresholds considerably higher than
the mean electron energy while it does not change much the rates for the processes with the thresholds and
peaks of the cross sections in the region of the mean energy. We have calculated variations of the EEDF
with the charge density and the resulting changes in chemical kinetics.

1 Introduction

The fast growing applications of complex plasma systems in various fields [1], such as material processing [2,3],
bio-medical applications [1,4,5] and surface modification [6,7], opened the new forms of non-equilibrium plasmas that
require detailed modeling and understanding of the basic phenomenology in order to optimize existing applications and
open further possibilities. At atmospheric pressure chemistry is more complex, both because of higher collision rates
and due to the fact that three body processes are also open. In addition, in combination with the atmospheric mixture of
gases the presence of water vapour provides additional complexity due to a number of ion-molecule reactions, different
possible radicals and formation of clusters. Having in mind that the chemical composition of complex plasmas is often
difficult to access by measurements, studies based on numerical models play an important role in the development of
new devices. Due to their complexity atmospheric pressure plasmas are particularly difficult to describe by models.
The most frequently used method of producing atmospheric pressure non-equilibrium plasma is to start a discharge
in a flow of helium, pure or in a mixture with oxygen. Furthermore the plasma is mixed with the external air, humid
air or applied to the liquid. Recently such plasmas have been represented by models of discharges in helium mixtures
with oxygen [8], water [9,10], humid or real air [11,12], or in mixture with oxygen and water or humid-air [13–15]. In
a recent paper [16] plasma interactions with liquid water were reviewed.

Results of zero-dimensional (0D) global models used for investigation of influence of humid air on chemistry of
reactive species in rf-driven atmospheric-pressure (AP) helium-oxygen mixture (0.5% of O2) plasmas were presented
in a number of recent papers [14,15,17]. We chose to use the set of data from [15,17] and other related papers from
the same group of authors in order to test our code. This model was chosen above all things as it was well documented
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and it comprises a reaction scheme with 1048 reactions for the kinetics of 59 species. The second goal was trying to
compare how the choice of electron energy distribution function affects the kinetics of species in such plasmas so we
did not venture into updating any of the rates in the model.

Typically, in global models two types of rate coefficients are used. The first group is calculated from the Boltzmann
equation (BE), i.e. it represents the non-equilibrium distribution function. The parameter for such calculations is the ef-
fective electric field E/N (or the corresponding mean energy). In the second group coefficients are provided in a form of
exponential dependence for the rates, resembling Arrhenius formula, or in other words equilibrium processes for a given
temperature. The condition for TE (or LTE) is that the external vessel is also at the fixed temperature and is driving the
system. This requirement is often overlooked. In plasmas we have boundaries that are at some lower temperature and
are unable to provide the energy to drive the system. Thus even when EEDFs are Maxwellianized one has double tem-
perature EEDF or EEDFs even much more complex than that due to energy losses at surfaces. The two rates MB and
BE may be different by several orders of magnitude even for the same mean energy, as has been illustrated in a number
of papers [18,19]. The difference is in the fact that systems in thermodynamic equilibrium (as described by the Maxwell-
Boltzmann distribution function-MB) have an input of energy from the boundaries of the vessels i.e. the entire system is
maintained at a fixed temperature. On the other hand, the systems in non-equilibrium (as described by the solution to
the Boltzmann equation-BE) have to balance gains from the field with the losses and that balancing equilibration may
be non-local. In that case the effect of the walls which are at room temperature is unimportant. Thus, typically (but
not necessarily) the MB rates are very large at high energies while BE results show depletion due to losses through elec-
tronic excitation and ionization. Often global models are realized with BE results being used for electrons and MB for
ions (assuming that ions are at room temperature) which seems reasonable for the bulk of the plasma but not so much
for the sheaths and double layers. In many cases, even for electrons, due to the lack of cross section data some of the BE
results are replaced by MB based formulae for some specific temperatures used to fit different experimental data. While
effective for a narrow range of energies such approximation is clearly invalid in a broad energy range. The idea of this pa-
per is to illustrate differences that may occur in the composition of a plasma when both MB and BE data are available.

In addition, we have added a parametric study considering the degree of ionization through its effect on the EEDF.
This is calculated by taking advantage of a facility in the BOLSIG+ [20] code that we are using. More details about
the calculating procedure and the influences of Coulomb collisions on the EEDF were given recently [20,21]. Otherwise
making calculations of the EEDF under conditions where space charge affects the EEDF would be quite difficult [22].
We have performed calculations for our set of conditions, however, conclusions are general and broadly applicable.

The term global model has been assumed mainly to represent zero-dimensional models that are aimed at following
very detailed chemical kinetics. These limitations have been challenged in the meantime, for example energy balance
was solved with spatial resolution in order to produce the profile of particles especially the shorter lived species and also
overall integral production rates of the longer lived products [23,24]. Most importantly the production of active species
in a global model needs to be represented by some connections to the energy distribution function (most importantly
the electron energy distribution function) either local or global. On the other hand, some of the main advantages of
the global model are: a large number of participating reactants and even a much greater number of reactions; a large
gap in time scales between chemical processes and establishment of relaxed densities of different molecules and kinetics
of electrons and ions; a large dynamic range in densities of different species, whereby their numbers may be too small
to observe their activity by standard sampling techniques.

At the same time other models, fluid in particular, have the same strategy of connecting to chemical reactions
and even more critically to the transport coefficients needed to solve the fluid equations for the flow of charges
and their spatial profiles. In those models it is customary to use swarm data either measured or calculated from
the Boltzmann equation in the form of lookup tables [3,11,25,26]. The treatment of non-local kinetics in sheaths
has opened the need to introduce additional sets of data for high energy particles separately from the data for the
mean energy. The simplest technique was the introduction of the relaxation continuum model [27], and later on an
introduction of hybrid models [28,29] or even fully kinetic models such as the PIC MCC (Particle in cell Monte Carlo
Collision) models [30]. For the purpose of the streamer discharge modeling, high order fluid models were developed
which primarily emphasizes the importance of involving energy flux equations for the correct description of streamer
dynamics [31,32]. These models provide spatial profiles of mean energy, high energy tails and also of fully developed
distribution functions required to represent independently higher energies and mean energies of electrons (and other
particles). Thus, kinetic codes do not suffer from limitations due to the use of a Maxwellian distribution function
associated with the mean electron energy.

Several low-order chemical kinetics models have been developed to test the effect of excited species on the transport
properties in a self-consistent manner. Those have been used in particular to follow non-equilibrium vibrational state
population kinetics [33–36], kinetics of electrons under the influence of metastable population (in rare gases for exam-
ple) [37–39] or the effect of radicals on transport data [40]. These models may be regarded as swarm models or global
models [41] and in principle could be grouped together with the standard global models as they indicate the strategy
of using the input data and representing plasma through the mean energy of electrons. Under those circumstances
it has been clearly shown that rates of processes with higher thresholds (energy or particle losses/gains) cannot be
represented well by a Maxwellian associated with mean energy [18,19].
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At the same time, global models are often employed when one needs to establish complex kinetics involving a large
number of species including those whose generation does not impart heavy losses on the energy balance. Under those
circumstances it is often necessary to use from the literature the entire sets of collisional rates and probabilities that
often include Arrhenius-like formulae based on a Maxwellian distribution. The choice of energy for those formulae is
often an issue but always it is related to the mean energy rather than the high-energy tail.

Energy is often just established from the previous modeling papers, taken as a parameter or from Langmuir
Probe measurements [42]. It is questionable whether Langmuir probe measurements using two temperatures can
represent the high-energy tail of the EEDF very well. However, even in global models comparisons of Boltzmann
equation solutions and Maxwell distribution based formulae have been made but in different conditions. For the low
pressures Meeks and Shon [43] made a comparison of model results using Maxwellian EEDFs, as well as reaction-rate
coefficients determined as a function of average electron energy through the solution of the Boltzmann equation, for
chlorine chemistry. The authors concluded that the Maxwellian EEDF results in higher ionization rates and lower
electronegativity compared to the calculation based on using the Boltzmann equation to determine EEDFs. On the
other hand, the authors claimed that the predicted trends with power, pressure, and flow rate are similar for the two
distributions and that the difference between predicted electron densities may be within quantitative measurement
capabilities. More explicit conclusions were made for global models by Gudmunsson [44] but for comparison between
the Maxwellian and what the author labels as the Druyvesteyn distribution. One should bear in mind that the
Druyvesteyn distribution is a special case for a simplified set of cross sections and that for all gases EEDFs are much
more complex. Similar conclusions were reached for higher pressures [45–47].

On the other hand, there are still numerous papers where MB rates are used in global modeling of non-equilibrium
plasmas perhaps as a consequence of the lack of information from primary references for those rates [15,48–50] which
was the primary motivation for our work with a specific caveat that this work pertains to atmospheric pressure plasma
jets and to global models only. Some state-of-the-art global codes have the Boltzmann solver as the integral part and
do not suffer from the issues discussed here (although one could argue that for thermal plasmas Maxwellian formulae
could have an advantage). One such example is the GlobalKin program [51,52].

Another issue that has not been addressed under those circumstances is the fact that for some values of E/N
(mean energies) the Boltzmann solution may be higher than the Maxwellian high energy tail [19] or in other words
the Boltzmann solution may provide higher rates than the Maxwellian.

Having said in detail about the inadequacy of using a Maxwellian distribution one should also bear in mind that for
plasmas with somewhat higher charge densities, the EEDF becomes more Maxwell-like (although the high-energy tail
is still difficult to establish) and may be a better approximation than the fully non-equilibrium Boltzmann equation
solution in the zero space charge limit. It is important to establish which conditions are pertinent to the plasma being
modeled.

It has recently been attempted to start a wide range of benchmarking verifications of the codes [53] and chemical
rate data sets [54]. Our paper was aimed at establishing the initial benchmarking starting point in a attempt to enrich
the data set and test various contributions and kinetics of several key species. Having the limitations and advantages
of global models in mind we have set out to give an indication of just how this connection to the energy distribution
function should be developed. This is done in relation to the very frequent application of global models in the modeling
of atmospheric pressure plasma jets [8,11,15]. Such plasmas offer rich chemical activity with helium as the buffer gas,
atmospheric gases and water vapour in varying compositions. In addition to the complex chemistry developed on a
larger spatial scale and temporal scale, the passage of ionization fronts that is a streamer-like discharge involves a
high-density front with charge separation and very high field and high gradient, background discharge with low field
but still significant mean energy that is driving the overall chemistry and also involves boundary effects (both radially
and axially). In light of the application of these discharges in plasma medicine [1,5] and agriculture [55] one needs to
follow the kinetics of specific reactive species that may not be significant players in the overall plasma kinetics or in
other words one needs very detailed models with a large number of reactions and species. Such models are often too
complex to include within fluid or kinetic models and need to be developed separately.

This paper is thus focused on establishing the benchmark calculations for our further studies and inclusion of more
processes as well as for the general use of the cross sections and Boltzmann equations whenever possible within the
framework of modeling atmospheric pressure plasma jets and related discharges. These issues have been dealt with
previously within the context of more complex codes, coupled swarm and chemistry codes, often at lower pressures
and often in a different set of constituent gases.

We have created a numerical code for solving a system of nonlinear, time-dependent rate equations of a zero-
dimensional global model with an idea to test sensitivity of plasma composition to the selected EEDF. In doing so, we
start from the chemical scheme in appendix [15]. Rate coefficients for electron molecule collisions are first used as the
function of electron temperature, with an assumption of MB EEDF as is done in paper [15], and then calculated with
the non-equilibrium EEDF, by using the two-term approximation BE solver BOLSIG+. MB rate coefficients are also
crosschecked against online MB calculations [56]. Furthermore, we have made the estimation of a relative (percentage)
contribution of each reaction from the scheme in appendix [15] and have established the main chemical processes in
the creation and destruction of important plasma species.
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Table 1. List of plasma species included in the global model.

Reactive species He∗, He2
∗,

O, O(1D), O(1S),

O2(v = 1), O2(v = 2), O2(v = 3), O2(v = 4), O2(
1∆),

O2(
1Σ),

O3, CO3, CO4,

N, N(2D), N(2P), N2(v = 1), N2(v = 2), N2(v = 3),

N2(v = 4), NO3, H, OH

Positive ions He+, He2
+,

O+, O2
+, O4

+,

N+, N2
+, N4

+, NO+,

H2O
+, H3O

+

Ions Positive ion clusters O2
+ · H2O, H3O

+ · H2O, H3O
+ · OH

Negative ions O−, O2
−, O3

−, O4
−,

NO−, NO2
−, NO3

−, CO3
−, CO4

−

Negative ion clusters O2
− · H2O, NO2

− · H2O, NO3
− · H2O,

CO3
− · H2O, CO4

− · H2O

2 Model

The governing nonlinear differential rate equations in a 0D global model can be expressed as follows:

dni

dt
=

∑

j

∑

m

k
(C)
jm njnm +

∑

l

∑

p

∑

q

k
(C)
lpq nlnpnq − ni

∑

r

k
(D)
ir nr − ni

∑

s

∑

f

k
(D)
isf nsnf , (1)

where t, ni, nj , . . . , nf denote time, number density of i-th, j-th, . . ., and f -th species, k
(C)
jm denote the two-body

reaction rate coefficient for j-th and m-th species, k
(C)
lpq denote three-body reaction rate coefficient for l-th, p-th and

q-th species, k
(D)
ir denote two-body reaction rate coefficient for i-th and r-th species and k

(D)
isf denote three-body

reaction rate coefficient for i-th, s-th and f -th species, respectively. Superscripts “(C)” and “(D)” denote the rate
coefficient for i-th species creation and destruction, respectively. Numerous global models [24], including the present
work, are made for a uniform infinite system by using the mean energy as a parameter connecting different sources of
input data. In some cases, however, the energy balance is calculated [23] and some allowances are made for spatially
dependent (non-local) mean energy and sources of electrons.

The reaction scheme, adopted from paper [15], comprises 1048 reactions among 59 species: neutral species, vibra-
tionally excited species and metastables, positive and negative atomic and molecular ions and various hydrate cluster
ions, as shown in table 1 for the sake of clarity. The initial plasma composition in the global model is taken as He+0.5%
O2 +250 ppm of humid air (78% N2, 21% O2, 10−2% CO2, 10−3% N2O, 10−5% NO2, 10−6% NO), with 1% of relative
humidity (i.e. the same as in paper [15]).

Two-body rate coefficients for electron impact processes are calculated as [3]

ki,exc =
√

2/me

∫

∞

εthr

Q(ε)
√

εf(ε)dε, (2)

where me, ε, Q(ε) and f(ε) denote electron mass, energy, appropriate total cross section and EEDF, respectively. If
the Maxwell-Boltzmann distribution is assumed, the rate coefficients can be expressed as a parametric function of
electron temperature Te in [eV] (mean electron energy), in an extended Arrhenius form,

ki,exc(Te) = ATB
e exp(−C/Te), (3)

where A, B and C are numerical constants, which could be determined from eq. (2) for a given set of cross sections. The
list of electron-impact processes, with rate coefficients in the form (3) taken from papers [15,17], is presented in table 2.
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Table 2. List of selected electron-impact processes and rate coefficients as a function of Te [eV], taken from papers [15,17].
Units: Two-body rate coefficient [cm3/s]. Three-body rate coefficient [cm6/s]. Electron temperature Te [eV]. Normalized gas
temperature T0 = Tg [K]/300 K. Gas temperature Tg = 345 K as in paper [15].

R.N. Reaction Rate coefficient

R1 He + e− → He∗ + e− 4.2 · 10−9 T 0.31
e exp(−19.8/Te)

R2 He + e− → He+ + 2e− 1.5 · 10−9 T 0.68
e exp(−24.6/Te)

R3 O2 + e− → O2
+ + 2e− 9.0 · 10−10 T 2.0

e exp(−12.6/Te)

R4 O2 + e− → O2(
1∆) + e− 1.37 · 10−9 exp(−2.14/Te)

R5 O2 + e− → O2(
1Σ) + e− 3.24 · 10−10 exp(−2.218/Te)

R6 N2 + e− → N + N + e− 1.0 · 10−8 T 0.5
e exp(−16.0/Te)

R7 N2 + e− → N2
+ + 2e− 1.1 · 10−8 T 0.5

e exp(−17.2/Te)

R8 H2O + e− → H + OH + e− 1.8 · 10−10

R9 O2(
1Σ) + e− → O2

+ + 2e− 2.34 · 10−9 T 1.03
e exp(−10.663/Te)

R10 O2(
1∆) + e− → O2

+ + 2e− 2.34 · 10−9 T 1.03
e exp(−11.31/Te)

R11 O + e− → O+ + 2e− 9.0 · 10−9 T 0.7
e exp(−13.6/Te)

R12 N + e− → N+ + 2e− 1.0 · 10−8 T 0.5
e exp(−14.5/Te)

R13 O2 + e− → O + O− 1.07 · 10−9 T−1.39
e exp(−6.26/Te)

R14 O2(
1Σ) + e− → O + O− 4.19 · 10−9 T−1.376

e exp(−4.54/Te)

R15 O2(
1∆) + e− → O + O− 4.19 · 10−9 T−1.376

e exp(−5.19/Te)

R16 O2 + e− + M → O2
− + M 3.6 · 10−31 T−0.5

e for M = He, O2

1.24 · 10−31 T−0.5

0 for M = N2

3.9 · 10−35 for M = O2(
1∆)

1.0 · 10−31 for M = O

1.4 · 10−29 for M = H2O

Fig. 1. Sinusoidal fit for electron temperature (line and circles) and triangular form (line and squares) from paper [15].

These processes have been selected for testing the influence of EEDF and these rate coefficients will also be calculated
under the assumption of a non-equilibrium EEDF for the E/N resulting in the same mean energy.

The system of rate equations is solved by MATLAB ODE15s solver, with relative and absolute tolerances equal
to 10−12 and 10−6, respectively. A similar modeling procedure was applied in the case of a surface micro-discharge in
humid air at atmospheric pressure [14], up to 1000 s. In our model, the pulse duration of 5ms with the time-step of
10 ns and electron concentration fixed at the value of 1011 cm−3 are chosen, according to the global model results [15].
The time dependence of Te necessary for the calculation of rate coefficients is obtained by fitting data [15] presented
in fig. 1, within the interval 1.8 eV–3.1 eV, and it is given in the form

Te = 0.65 cos(2 · 2πνt) + 2.45 [eV], with ν = 12.5MHz. (4)

The time dependence of Te was chosen to be the same as given by the results [57] of one-dimensional numerical
simulation of the discharge gap of a micro-scale rf-driven atmospheric plasma jet (µ-APPJ) [57] and was used for both
MB and BE calculations.
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Fig. 2. Cross sections for O2 excitation, ionization and two-body attachment, He excitation and ionization. EEDF calculated for
ne = 1011 cm−3: Maxwell-Boltzmann (MB-blue solid line) and Boltzmann equation (BE-red solid line). BE for: ne = 1015 cm−3

—dotted red line; ne = 1017 cm−3 —dashed red line; ne = 1019 cm−3 —dash-dotted red line (2.5 eV mean energy). The BE
result is obtained for the mixture of ∼= 99.5% He+0.5% O2 +195 ppm N2 +2.5 ppm H2O+988.5 ppm O+0.8 ppm N+9.885 ppm
O2(

1Σ) + 494.2 ppm O2(
1∆).

Fig. 3. Rate coefficients for: (a) O2 excitation in O2(
1∆) and He excitation and ionization; (b) O2 excitation in O2(

1Σ), and
O2 and N2 ionization, based on MB (solid line) and BE (dashed line) EEDF for electron concentration 1011 cm−3.

2.1 Input data

In the non-equilibrium case, rate coefficients for processes in table 2 are obtained by solving the Boltzmann equation by
BOLSIG+ solver. Cross section data from the MORGAN database [58] for He, O2, N2 and H2O are used as an input.
Characteristic cross sections for O2 excitation, two-body attachment, ionization, He excitation and ionization, MB
and BE distributions for the same mean energy of 2.5 eV (the same effective electron temperature) are shown in fig. 2.
Initial calculations are made for the mixture of He ∼= 99.5%, O2 0.5%, N2 195 ppm and H2O 2.5 ppm. Furthermore,
in order to compare MB and BE rate coefficients for ionizations R9, R10, R11, R12 and attachments R14, R15
from table 2, four more species are added in the previous mixture O 988.5 ppm, N 0.8 ppm, O2(

1Σ) 9.885 ppm and
O2(

1∆) 494.2 ppm, obtained from plasma composition after 1ms. The comparison between rate coefficients obtained
by BOLSIG+ and the ones from table 2, is given in figs. 3(a), (b) and 4(a), (b).
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Fig. 4. Rate coefficients for: (a) 2-body attachment to O2, and to O2(
1∆) and O2(

1Σ) states; (b) 3-body attachment with He
and O2 as the third particle, multiplied by the third particle concentration —based on MB (solid line) and BE (dashed line)
EEDF for electron concentration 1011 cm−3.

As shown in fig. 2, the BE distribution has a significantly lower high-energy tail and only a minor overlap with
helium inelastic cross sections and in particular (and most importantly) with the ionization cross sections. As a
consequence, the rate coefficients for He ionization and excitation (and all processes with high threshold where the
differences between MB and BE are the greatest) are reduced by several orders of magnitude (fig. 3(a)). Figure 2 also
shows a change of the EEDF due to the effect of charged particle collisions. The first departure from the low-charge
density limit EEDF is observable at 1015 cm−3. It begins to resemble a Maxwellian by becoming closer to a straight
line in a logarithmic scale for densities above 1019 cm−3. Still, however for a wide range of charge densities the basic
non-equilibrium distribution function (unaffected by the space charge) is a good approximation. Here we assume that
conditions are so adjusted that the mean electron energy is kept constant (in this calculation we have kept a constant
electric field corresponding to the mean energy of 2.45 eV). The EEDF calculated for electron density 1017 cm−3 and
1019 cm−3 in fig. 2 serve to show the process of Maxwellization of the EEDF through e-e collisions. The electron density
up to 1014 cm−3 was reported for low-temperature atmospheric pressure plasma jets [16]. In general, plasmas with
higher densities bordering on the upper limit used here are quite different in nature, thermal, with a large degree of
dissociation, ionization and with quite different composition. In particular for electron density of 1019 cm−3 one would
have to make a more complex model of the energy distribution taking into account interactions between all charged
particles, loading and spatial profile of the plasma. Thus the EEDF for 1019 cm−3 serves merely as an indication of
how far one has to go to turn the EEDF to a Maxwellian and even than the Maxwellianization of the EEDF is not
complete and we have not included the data for kinetics of various molecules, atoms and ions for this density.

One should bear in mind that we have used MB EEDF based rates only for the processes where those have been
used in the recent literature. For all processes where cross sections data base is used to calculate rates using the
non-equilibrium EEDF we maintain the same procedure. Even in such a limited range ofapplications of the MB EEDF
differences are significant and we try to point out what these differences mean. In addition we have chosen to keep the
basic background mixture as fixed (which perhaps may be applicable to the propagating plasma jet where perturbation
of the plasma on the gas composition is limited) in order to represent the effect of different distribution functions.

Superelastic electron collisions can modify the BE EEDF, creating characteristic plateaux in high energy tail,
caused by electronic metastable states [59] or in the lower-energy part, caused by vibrationally excited molecular N2

or O2 [60,61]. The EEDF presented in fig. 2 was calculated without a self-consistent calculation of the densities of
excited states as following two different effects that may provide similar changes in kinetics would blur the importance
of our primary target. We have only included superelastic collisions with rotational levels of the molecular components
for populations at room temperature.

Furthermore, the influence of superelastic vibrational and electronic states on the EEDF can be appreciable in the
afterglow (post discharge regime E/N = 0). Under such conditions, rate coefficients obtained by the EEDF, especially
for high threshold processes, depend on the discharge conditions, i.e. ionization degree and concentration of excited
species [62], and thus cannot be taken only as a function of average electron energy (electron temperature) in making
global models. In addition, different kinetic phenomena may develop due to different non-hydrodynamic conditions [41]
that may affect strongly the EEDF during the afterglow.

In the energy region around 1 eV to 3 eV, BE has a similar shape and magnitude as the MB distribution. Hence,
rate coefficients for O2 excitation are only slightly affected by the difference in the chosen EEDF (fig. 3(a)) since the
threshold for the singlet delta state is around 1 eV. A similar conclusion can be made for two-body electron attachment
to ground and to electronically excited O2 molecular states (fig. 4(a)). In this case differences are slightly higher than in
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Fig. 5. Comparison of rate coefficients given in Arrhenius form (MB-blue line with circle) and rate coefficients obtained
by BOLSIG+ (for ne = 1011 cm−3: MB LxCat-blue line, BE-red line with squares; for ne = 1017 cm−3 —dashed red line;
ne = 1019 cm−3 —dash-dotted red line) for: (a) He excitation; (b) He ionization; (c) O2 ionization; (d) N2 ionization; (e) N2

dissociation; (f) O2 excitation.

the case of the O2 excitation, since narrow attachment cross sections reach their maximum for mean electron energies
over 5 eV (fig. 2). Rate coefficients for three-body electron attachment to O2 in fig. 4(b) are presented in the form
of the two-body processes, calculated by multiplying with the concentration of the third body. For the case of Ar
plasmas, the influence of the EEDF shape on the rate coefficients is illustrated in paper [18].

The comparison of MB (from table 2), BE rate coefficients for different charge densities and the rate coefficients
calculated by BOLSIG+ with an assumed MB distribution (denoted as MBLxCat) [56] is presented in figs. 5(a)–
(f). Online calculation for MBLxCat was made for the same plasma composition as for BE, with the same cross
section data. It can be seen that BOLSIG+ for the MB EEDF gives rate coefficients comparable with those used in
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Fig. 6. The comparison of plasma composition based on MB (black bars) and BE rate coefficients (green bars), for electron
density 1011 cm−3. Three groups of species can be distinguished with BE rates: I —species with density that decreases; II
—species with increasing density; III —species with density only slightly affected by the inclusion of the BE based rates instead
of the MB based rates.

papers [15,17] so one can only assume that the same or very similar cross sections have been used to obtain those
data. For processes with low energy threshold (for example O2 excitation) there is a similarity between Arrhenius,
MBLxCat and BE rate coefficients (figs. 5(a)–(f)), as to be expected according to similarity between MB and BE
EEDF in the O2 excitation energy threshold region (see fig. 2).

3 Results and discussion

3.1 Plasma composition

The comparison of plasma composition based on the results of global model calculations with the assumed MB and BE
distributions is shown in fig. 6. Both sets of results are obtained for electron concentration of 1011 cm−3. According to
their response to change of the EEDF, we have divided the plasma species into three groups. In the first group there
are helium metastable states and helium, oxygen, nitrogen and water positive ions and their water clusters, which have
significantly lower concentrations in case of BE rates. The concentration of He+ ions is reduced by several orders of
magnitude, as a direct consequence of the reduced ionization coefficient shown in fig. 3(a). A similar effect on helium
metastable He∗ concentration is the lowering of the corresponding excitation rate coefficient in the case of BE EEDF
(fig. 3(a)). The decreasing of concentrations of other positive ions will be analyzed in light of the main processes of
their creation and destruction.

The second group of plasma species consists of negative ions and their water clusters, with higher concentrations
in case of BE rates. Their behavior is partially a consequence of the lower positive ion concentrations, since some
of the destruction channels for negative ions go through reactions with positive ions. Finally, the concentrations of
neutral species and radicals in the third group are only slightly affected by choosing BE distribution, as can be seen
in the case of molecular oxygen excited states O2(

1∆) and O2(
1Σ), in agreement with rate coefficient behavior in

figs. 3(a), (b).
In order to put more light on reaction pathways and the underlying mechanisms leading to the observed behavior

in fig. 6, in the next section we will analyze and quantify (in percentage of contribution) the main generation and loss
mechanisms for the main plasma species presented on the x-axis in fig. 6. This analysis can serve as a guidance for the
optimization of mixture composition (through changing the oxygen and humid air content in helium plasmas) with a
presumed goal to increase the abundance of oxygen and nitrogen reactive species.
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Fig. 7. Influence of charge densities on plasma compositions. The chemical composition calculated with MB and BE rate
coefficients for different electron densities is marked as shown in the upper box in the figure.

3.2 The effect of the changing density of charges on plasma chemistry through its effect on the distribution
function

The effect of increasing space charge on the EEDF is evident from our previous figures (figs. 2 and 5) where we compare
MB and BE obtained rates for electron molecule scattering. Thus, electron-induced processes, especially dissociative
processes, attachment and ionization are at the core of the resulting chemistry effects of EEDF on the final densities
of most particles.

We have used a facility in BOLSIG+ code to calculate the EEDF with an increased density of charged particles.
In principle this will describe only the change of the EEDF due to the effect of charged particle collisions. Here we
assume that conditions are so adjusted that the mean electron energy is kept constant (in this calculation we have
kept a constant electric field corresponding to the mean energy of 2.45 eV).

In figs. 5(a)–(f) we show the dependence of the rates for ionization and excitation of several states of He, O2 and N2

as a function of the assumed space charge density. The field was adjusted to have the same mean electron energy (Te)
as space charge changes. We can see that a significant effect on the rates is observed above 1015 cm−3. The processes
peaking at low energies are not affected while there is a great effect on the processes with high thresholds.

Finally we have performed a global model for these conditions and changes in densities of several species are shown
in fig. 7. There are three different behaviors in the kinetics as indicated in fig. 7. In one group, the densities increase
proportionally to the increase of the electron density and sometimes they increase even faster. The proportional increase
is due to the increased electron density, the faster proportional increase is due to the effects of electron density on the
EEDF whereby the high energy tail increases and thus overall rate coefficients increase as well. Examples for these
two possibilities are He∗ and He+. The same is true for excited states of oxygen, O+ and O2

+. In all those cases losses
are mainly due to the molecules present in the mixture in the ground state such as He, O2.

If the dominant losses are due to particles that are formed in reactions those particles may increase in number
with electron density and thus may skew the balance of production and losses. Then one may expect the growth of a
specific radical to be slower than the growth of electrons or even almost constant. The creation of NO is determined
by atomic oxygen O and excited N(2D), which are dominantly created in the dissociative recombination of NO+ ions
with electrons. At higher electron densities losses due to collisions with singlet nitrogen atoms begin to dominate. The
density of metastable O2(

1∆) is not sensitive on electron density growth since the process of electron-impact excitation
of O2 is efficiently compensated by O2(

1∆) quenching by O(1S). The main production of O(1S) goes through e-impact
excitation of atomic O.
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Fig. 8. The chemical pathways of generation and loss for He∗, He+, and positive and negative oxygen ions. “S” and “L” denote
the source and loss terms for individual species.

Finally as in the case of O2
− the main losses switch from detachment to ion-ion recombination. In the case of O2

−

important destruction mechanisms involve O+, O2
+, O4

+ and NO+ ions. As a result of all those processes density
first increases and then decreases as the recombination becomes more efficient.

In addition, we have made calculations of kinetics where electron density changes only affected the EEDF but the
actual electron density in the gas was maintained at 1011 cm−3. There were only species that increased in density
proportionally to the electron density or even faster and there were also species that did not change almost at all in
the density as their threshold energy was in the region of low energies and thus not affected by electron density.

3.3 The main physicochemical processes and reaction pathways

In order to quantify the influence of the assumed EEDF on the chemical kinetics of a particular plasma species we
have calculated the percentage of contribution for all processes on the right-hand side in eq. (1). The results presented
in this section are for the electron concentration of 1011 cm−3. The dominant creation and destruction channels that
connect plasma species with concentrations that are most affected in case of non-equilibrium EEDF are schematically
illustrated in fig. 8. Only the strongest paths have been presented here. Often indicated pathways do not add up
to 100% because of the channels that could not be shown here to keep the figure readable. The loss processes in
equilibrium (MB) and non-equilibrium (BE) cases are marked at the beginning of arrow and sources are marked at
the end of the arrow, accompanied by percentage of contribution, for each particular species.

If one checks fig. 8 one could be tempted to assume that the presented percentage contribution change in transition
from the MB to BE distributions is not large. That is only the percentage of the total contribution and in some cases
these percentages do not change much even when overall rates shown in figs. 2 and 3 (and the resulting densities from
fig. 6) are changed. Thus one should always bear in mind the combination of the data from figs. 3 and 4, from fig. 6
and finally shown in fig. 8.
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As is expected according to the analysis in sect. 2.1, the most pronounced differences in the main chemical pathways
are observed in case of electron impact processes with high energy thresholds. The electron impact excitation and
ionization of helium (processes R1 and R2 with MB rate coefficients in table 2, respectively) are dominant processes
for the creation of He∗ and He+ in the equilibrium case, with 100% of contribution. In the non-equilibrium case, both
electron impact processes have significantly lower rate coefficients (fig. 3(a)). The electron impact excitation of He
is still the main source of He∗, but with net production rate which is now four orders of magnitude lower. The He+

ion is mainly created in the ionization of helium metastable He∗ (almost 100%), in accordance with the somewhat
lower energy threshold for this process [63] 4.77 eV (of course this process still bears the effect of a high threshold for
excitation of the metastable level 19.8 eV). Therefore, the net production rate of this process is significantly lower due
to low He∗ concentration (fig. 6, BE case).

Furthermore, positive oxygen ions are linked with metastable He∗ and He+ ions through Penning ionization and
charge transfer, respectively. In the equilibrium case (MB), O+ and O2

+ ions are created with around 60% of contri-
bution through

He∗ + O → He + O+ + e−, k(5) = 2.6 · 10−10 cm3/s, (5)

He∗ + O2 → He + O2
+ + e−, k(6) = 2.6 · 10−10 cm3/s, (6)

with additional O+ creation through the process

He+ + O2 → He + O + O+, k(7) = 1.07 · 10−9(Tg/300)0.5 cm3/s, (7)

with ≈ 25% of contribution. In the non-equilibrium case Penning ionization has an appreciably lower contribution in
O+ and O2

+ creation, around 14% for O+ and < 1% for O2
+, despite the fact that process (6) is still dominant in

He∗ destruction (contribution > 80%). Also, the contribution of the dissociative charge transfer (7) is below 0.1%.
The processes which now apparently dominate in the production of O+ are electron impact ionization of excited
oxygen species O(1S), O(1D) with 17% of contribution, and dissociative ionization of the ground and excited O2 states
(contribution 65%). However, the cross sections for these processes are not included in the MORGAN database [58]
and their rate coefficients were taken in from paper [15], so the non-equilibrium rates could not be calculated for the
production of O+.

In essence a presentation through graphs, such as fig. 8, is difficult to understand. It refers to the situation where
all concentrations are close to equilibrium. All of the initial gases maintained their original abundance and were not
depleted so we needed not to recalculate the rates during the development of the plasma. From that figure one could
conclude that O4

+ is the main source of O2
+. That is of course not correct as these reactions are just part of a loop

coupling O2
+ and O4

+. The only channels that produce new O2
+ are the direct electron-induced ionization of the

molecular O2 (that is not shown in the figure as it would become too complex) and Penning ionization of O2 by the
metastable helium. Having seen the dependence of both BE and MB distribution functions in the region between the
ionization potential of O2 and the threshold for He metastable and having in mind the densities of helium and oxygen
one could estimate that these two channels would be of similar importance. In the initial phase of the discharge only
direct ionization would be effective and later on the population of O4

+ would develop. Only then a loop may form
between O2

+ and O4
+ and may begin to appear as the dominant channel in production of both of these species where

in essence these processes just shuffle the population from one ion to the other and back [57].
The concentrations of negative ions in fig. 6 are generally higher in the non-equilibrium case. So, the introduction of

the BE EEDF leads to an increase of plasma electronegativity [8,15]. As can be seen in fig. 8, two-body and three-body
attachments are important channels for the creation of O− and O2

−. The rate coefficients for two-body dissociative
attachment to excited molecular states (O2(

1Σ) and O2(
1∆)) are higher than the one for attachment to the ground

state of O2 (fig. 4(a)) in the energy interval of interest (1.8 eV–3.1 eV). So, the attachment to O2(
1Σ) (R14) has a

similar contribution to O− creation as attachment to O2 (R13), despite the lower concentration of the former state.
The processes R13 and R14 make 42% and 45% of contribution in the MB case, respectively. The difference between
the two channels of attachment is more pronounced in the BE case, where attachment R14 contributes with more
than 60%, and attachment R13 with only 14%.

The most pronounced creation process of O2
− is the 3-body attachment in the presence of He as the third particle,

due to its high concentration. BE rate coefficients for the three-body attachment in the presence of He and O2,
normalized to the third particle concentration, have similar values as MB rates, as shown in fig. 4(b). However, the
contribution of the three-body attachment with He, which in the equilibrium case is around 84%, decreases to 50.7%
in the non-equilibrium case since a new creation process

O3
− + O → O2 + O2

−, k(8) = 2.5 · 10−10(Tg/300)0.5 cm3/s, (8)

becomes important, with 30% contribution (not shown in fig. 8). The contribution of (8) is increased in BE case
because the concentration of O3

− ions that is higher by one order of magnitude than in the MB case (fig. 6), where
this process participates with only 3% of the contribution.
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As is noted at the beginning of sect. 3, the concentration of the third group of plasma species in fig. 6 is little
affected by an introduction of the non-equilibrium EEDF. In the case of the excited oxygen molecular states the BE
and MB rate coefficients have similar values (figs. 3(a), (b)) and this fact explains their similar concentrations. In case
of reactions where one reactant is from the group of negative ions, with an increased concentration, reaction products
could be slightly increased. For example, the main process of O atom production in the BE case involves O3

− ions
and He ground state. An increase of the O3 concentration induces doubling of O concentration. In case where both
reactants are alerted, but in a different direction, the concentration of products remains the same, as in the case of H
atom production in reaction of O and OH. In the third case, one of the reactants is from the group of positive ions
with decreased concentration and one is not alerted, and in this case the net production rate is lower. This is the case
in N atoms production through processes which involve O+, N2

+ and NO+ ions. A similar conclusion holds and in
the case of NOx oxides with kinetic that is mutually strongly coupled and mainly depends on kinetics of NO+ ions.
Thus a decrease in ion concentration leads to a decrease in NOx oxides concentrations.

An important task in modeling atmospheric pressure plasmas formed in mixtures which contain water is the
determination of the production mechanisms of OH radicals, which are marked as one of the most strongly oxidative
species in this type of plasmas [9]. In plasmas with water content around a part of a percent (or several thousand
ppm), the process of the electron impact dissociation of water is considered as one of the dominant mechanisms of
OH production [7,9]. On the other hand, our results and results [15] suggest that in mixtures with real air/nitrogen
and with low water content (of the order of ppm), heavy particle collisions take a dominant role in the creation of OH
radicals. This conclusion is based on the fact that nitrogen oxides NO2 and NO3 carry more than 90% of OH creation,
in both equilibrium and non-equilibrium cases. So, the OH kinetic depends on the assumed EEDF through processes
which determine NO+ and NOx kinetics.

4 Summary and conclusions

In this work we have presented an analysis of the influence of the non-equilibrium EEDF, taken in its most easily
accessible two-term approximation form, on the chemical kinetics of the most important plasma species in atmospheric
pressure He/O2 plasmas which also contains humid air. We have determined the characteristic chemical pathways and
evaluated the most important physicochemical processes in the balance of important plasma species, according to the
results of the 0D global model with the electron rate coefficients based on Maxwell-Boltzmann and non-equilibrium
EEDF. In general, we may conclude that the representation of electrons by the MB distribution is rather robust if
not entirely accurate for processes mainly induced directly by electrons if energy losses are of the same order as the
mean energy. This representation fails seriously, as expected [18], for processes with much higher thresholds than the
mean energy. Such processes have much slower rates in non-equilibrium plasmas, since the non-equilibrium EEDF
most frequently (but not always [19]) has a few orders of magnitude lower high-energy tail due to effect of the inelastic
processes on the electron energy balance. As a result, concentrations of He+ ions and He∗ metastables generated
in electron impact processes are lowered causing a change of kinetics of plasma species generated in heavy particle
collisions of He2

∗, He2
+, and of positive and negative oxygen ions. Our calculation shows that Penning ionization

has a considerably lower contribution in ion creation in the non-equilibrium case. Two-body and three-body electron
attachment are little affected by the transition from the MB to the BE EEDF, since these processes have very low
thresholds in the region where the MB and BE EEDF have similar values. Having in mind the influence of the EEDF
energy dependence on rates and therefore on kinetics of plasma itself one needs to be extra careful in deciding to
which degree the profile of the plasma EEDF is really MB-like. Often, for a wide energy range an MB distribution
may appear to be valid especially from the probe data but then for higher energies that are critical for ionization and
excitation (to such states as He metastable) a quite different temperature is required and perhaps the two temperature
MB distribution may only be an indication of the need to correct for the proper energy dependence at higher energies.
One may claim that in mixtures of molecular gases with He most ionization is from the ionization of the molecular
component but even then, thresholds are reasonably high to warrant an analysis as the one performed here and also
the contribution of the Penning ionization may be strongly dependent on the distribution functions that are relevant
in the studied plasma. Thus we have strong effects of the shape of the EEDF on He∗, He2

∗, He+, He2
+, O+, and all the

positive molecular ions (although to a somewhat lesser extent). In addition negative ions are also affected but in the
opposite direction, the smaller positive ion densities reduce losses of negative ions. However, this is a 0D calculation
and adding drift and diffusion to the electrodes may reduce the effect on negative ions.

As a special parametric study we have varied the charge density thus allowing a gradual transition from the low
charge density to the high charge density limit. Thus we provide a guidance as to when the MB based rates for
electrons may become an accurate option for modeling.

Finally, our results suggest that in plasmas created in mixtures containing real air with low water content (of the
order of ppm), heavy particle collisions take over a dominant role in the kinetics of reactive oxygen and nitrogen species.

This work is supported by MPNTR of Serbia, projects ON171037 and III41011.
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