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Abstract

Given a (not necessarily continuous) homomorphism between Banach
algebras T : A → B, an element a ∈ A will be said to be B-Fredholm
(respectively generalized B-Fredholm) relative to T , if T (a) ∈ B is
Drazin invertible (respectively Koliha-Drazin invertible). In this arti-
cle, the aforementioned elements will be characterized and their main
properties will be studied. In addition, perturbation properties will be
also considered.
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1 Introduction

The Atkinson theorem states that necessary and sufficient for a Banach
space operator to be Fredholm is that its coset in the Calkin algebra is
invertible. This well known result led to the introduction of a Fredholm
theory relative to a Banach algebra homomorphism, see [11]. This theory
has been developed by many authors, which have also studied other classes
of objects such that Weyl, Browder and Riesz Banach algebra elements
relative to a (not necessarily continuous) homomorphism, see for example
[11, 12, 13, 14, 20, 10, 21, 8, 15, 1, 29, 22, 30, 31].

Recall that the theory of Fredholm operators was generalized. In fact,
the notion of B-Fredholm operator was introduced and studied, see section
2 or [2]. In addition, given X a Banach space and T ∈ L(X ) a bounded
and linear map, according to [4, Theorem 3.4], T is B-Fredholm if and only
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if π̃(T ) ∈ L(X )/F(X ) is Drazin invertible, where F(X ) denotes the ideal
of finite rank operators defined on X and π̃ : L(X ) → L(X )/F(X ) is the
quotient homomorphism. This Atkinson-type theorem for B-Fredholm op-
erators leads to the following definition. Let A and B be two complex unital
Banach algebras and consider a (not necessarily continuous) homomorphism
T : A → B. The element a ∈ A will be said to be B-Fredholm (respectively
generalized B-Fredholm) relative to T , if T (a) ∈ B is Drazin invertible (re-
spectively Koliha-Drazin invertible).

The main objective of this article is to study (generalized) B-Fredholm
Banach algebra elements relative to a (not necessarily continuous) homo-
morphism. In section 3, after having recalled some preliminary facts in
section 2, the aforementioned elements will be characterized and studied.
What is more, B-Weyl and B-Browder elements will be also considered. On
the other hand, in section 4 perturbation properties of B-Fredholm elements
will be studied and in section 5 perturbations of (generalized) B-Fredholm
elements with equal spectral idempotents with respect to a (not necessarily
continuous) homomorphism will be considered.

2 Preliminary definitions and facts

From now on A will denote a complex unital Banach algebra with identity 1.
Let A−1, A−1left, A

−1
right, A

• and Anil denote the set of all invertible elements
in A, the set of all left invertible elements in A, the set of all right invertible
elements in A, the set of all idempotents in A and the set of all nilpotent
elements in A, respectively. Given a ∈ A, σ(a) and isoσ(a) will stand for
the spectrum and the set of isolated spectral points of a ∈ A, respectively.
Recall, if K ⊆ C, then accK is the set of limit points of K and isoK =
K \ accK.

An element a ∈ A is said to be Drazin invertible, if there exists a neces-
sarily unique b ∈ A and some k ∈ N such that

bab = b, ab = ba, akba = ak.

If the Drazin inverse of a exists, then it will be denoted by ad. In addition,
the index of a, which will be denoted by ind (a), is the least non-negative
integer k for which the above equations hold. When ind (a) = 1, a will be
said to be group invertible, and in this case its Drazin inverse will be referred
as the group inverse of a; moreover, it will be denoted by a]. The set of
all Drazin invertible (respectively group invertible) elements of A will be
denoted by AD (respectively A]); see [9, 16, 27].
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Recall that a ∈ A is said to be generalized Drazin or Koliha-Drazin
invertible, if there exists b ∈ A such that

bab = b, ab = ba, aba = a+ w,

where w ∈ Aqnil (the set of all quasinilpotent elements of A). The Koliha-
Drazin inverse is unique, if it exists, and it will be denoted by aD; see
[17, 19, 25, 26].

Note that if a ∈ A is Drazin invertible, then a is generalized Drazin
invertible. In fact, if k = ind (a), then (aba−a)k = 0. In addition, according
to [19, Proposition 1.5] (see also [17, Theorem 4.2]), necessary and sufficient
for a ∈ A to be Koliha-Drazin invertible but not invertible is that 0 ∈
isoσ(a). The set of all Koliha-Drazin invertible elements ofA will be denoted
by AKD.

Recall that given a Banach algebra A, a subset R ⊂ A is said to be
a regularity, if the following two conditions are satisfied (see for example
[18, 23]):

(i) Given a ∈ A and n ∈ N, a ∈ R if and only if an ∈ R.
(ii) If a, b, c, d ∈ A are mutually commuting elements satisfying ac+bd =

1, then necessary and sufficient for ab ∈ R is that a, b ∈ R.

Given a regularity R ⊂ A, it is possible to define the spectrum of
a ∈ A corresponding to R as σR(a) = {λ ∈ C : a − λ /∈ R} (a ∈ A).
This spectrum satisfies the spectral mapping theorem for every a ∈ A
and every analytic function defined on a neighbourhood of σ(a) which is
non-constant on each component of its domain of definition; see [18, Theo-
rem 1.4]. In particular, according to [4, Theorem 2.3] and [19, Theorem
1.2], the sets AD = {a ∈ A : a is Drazin invertible} and AKD = {a ∈
A : a is Koliha-Drazin invertible} are regularities, respectively. The corre-
sponding Drazin and Koliha-Drazin spectra will be denoted by σD(a) and
σKD(a), respectively.

Let X be a Banach space and denote by L(X ) the algebra of all bounded
and linear maps defined on and with values in X . If T ∈ L(X ), then T−1(0)
and R(T ) will stand for the null space and the range of T respectively. Note
that I ∈ L(X ) will denote the identity map of X . In addition, K(X ) ⊂ L(X )
will stand for the closed ideal of compact operators. Consider C(X ) the
Calkin algebra over X , i.e., the quotient algebra C(X ) = L(X )/K(X ). Recall
that C(X ) is itself a Banach algebra with the quotient norm. Let

π : L(X )→ C(X )
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denote the quotient map.
Recall that T ∈ L(X ) is said to be a Fredholm operator, if T−1(0) and

X/R(T ) are finite dimensional. Denote by Φ(X ) the set of all Fredholm
operators defined on X . It is well known that Φ(X ) is a multiplicative open
semigroup in L(X ) and that

Φ(X ) = π−1(C(X )−1).

Atkinson’s theorem motivated the Fredholm theory relative to homomor-
phism between two Banach algebras as well as the introduction of Browder
and Weyl elements relative to a such homomorphism. This theory was in-
troduced in [11]. Next follow the main notions.

Definition 2.1. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. An element a ∈ A
will be said to be
(i) Fredholm, if T (a) is invertible in B;
(ii) Weyl, if there exist b, c ∈ A, b ∈ A−1 and c ∈ T −1(0), such that a = b+c;
(iii) Browder, if there exist b, c ∈ A, b ∈ A−1, c ∈ T −1(0) and bc = cb , such
that a = b+ c.

It is worth noting that the definitions of Weyl and Browder elements are
also motivated from the Banach space operator case (see [11, p.431]). The
sets of Fredholm, Weyl and Browder elements relative to the homomorphism
T : A → B will be denoted by FT (A), WT (A) and BT (A), respectively.
Naturally, these sets lead to the introduction of the corresponding spectra.

Definition 2.2. Let A and B be two unital Banach algebras and consider
a (not necessarily continuous) homomorphism T : A → B. Given a ∈ A,
the Fredholm spectrum, the Weyl spectrum and the Browder spectrum of a
relative to the homomorphism T : A → B is
(i) σFT (a) = {λ ∈ C : a− λ 6∈ FT (A)} = σ(T (a)),
(ii) σWT (a) = {λ ∈ C : a− λ 6∈ WT (A)},
(iii) σBT (a) = {λ ∈ C : a− λ 6∈ BT (A)},
respectively.

It is clear that BT (A) ⊂ WT (A) ⊂ FT (A) and that σFT (a) ⊂ σWT (a) ⊂
σBT (a) ⊂ σ(a). Also it is known that the sets σFT (a), σWT (a) and σBT (a)
are non-empty and compact. To learn the main properties of these objects,
see for example [11, 12, 13, 14, 20, 10, 21, 8, 15, 1, 29, 22, 30, 31].

Recall that an operator T ∈ L(X ) is said to be B-Fredholm, if there
is n ∈ N such that R(Tn) is closed and T |R(Tn) ∈ L(R(Tn)) is Fredholm,
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see [2]. Denote by BF(X ) the class of B-Fredholm operators defined on
the Banach space X . According to [4, Theorem 3.4], T ∈ BF(X ) if and
only if π̃(T ) ∈ (L(X )/F(X ))D, where F(X ) denotes the ideal of finite rank
operators defined on X and π̃ : L(X )→ L(X )/F(X ) is the quotient homo-
morphism. In addition, given a Hilbert space H, according to [7, Theorem
3.12(ii)], π(BF(H)) = C(H)D. Moreover, B-Weyl operators were introduced
in [3] and according to [3, Corollary 4.4], T ∈ L(X ) is a B-Weyl if and only
if T = S + F , where S ∈ L(X )D and F ∈ F(X ).

On the other hand, the classes of Riesz-Fredholm and power compact-
Fredholm operators on the Banach space X were introduced in [7] and they
will be denoted by RF(X ) and PKF(X ), respectively. According to [7,
Theorem 3.11], π(RF(X )) = C(X )KD and π(PKF(X )) = C(X )D.

These observations led to the following definition.

Definition 2.3. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. An element a ∈ A
is said to be
(i) B-Fredholm (respectively B-Fredholm of degree k), if T (a) ∈ BD (respec-
tively T (a) ∈ BD and indT (a) = k);
(ii) B-Weyl (respectively B-Weyl of degree k), if there exist b, c ∈ A, b ∈ AD
(respectively b ∈ AD and ind b = k) and c ∈ T −1(0), such that a = b+ c;
(iii) B-Browder (B-Browder of degree k) if there exist b, c ∈ A, bc = cb,
b ∈ AD (respectively b ∈ AD and ind b = k) and c ∈ T −1(0), such that
a = b+ c;
(iv) generalized B-Fredholm, if T (a) ∈ BKD;
(v) generalized B-Weyl, if there exist b, c ∈ A, b ∈ AKD and c ∈ T −1(0),
such that a = b+ c;
(vi) generalized B-Browder, if there exist b, c ∈ A, bc = cb, b ∈ AKD and
c ∈ T −1(0), such that a = b+ c.

The set of B-Fredholm (respectively B-Fredholm of degree k, B-Weyl,
B-Weyl of degree k, B-Browder, B-Browder of degree k, generalized B-
Fredholm, generalized B-Weyl and generalized B-Browder) elements of the
unital Banach algebra A relative to the homomorphism T : A → B will be

denoted by BFT (A) (respectively BF (k)
T (A), BWT (A), BW(k)

T (A), BBT (A),

BB(k)T (A), GBFT (A), GBWT (A) and GBBT (A)). Next the corresponding
spectra will be introduced.

Definition 2.4. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. Given a ∈ A, the
B-Fredholm spectrum, the B-Weyl spectrum, the B-Browder spectrum, the
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generalized B-Fredholm spectrum, the generalized B-Weyl spectrum and the
generalized B-Browder spectrum of a relative to the homomorphism T : A →
B is
(i) σBFT (a) = {λ ∈ C : a− λ 6∈ BFT (A)} = σD(T (a)),
(ii) σBWT (a) = {λ ∈ C : a− λ 6∈ BWT (A)},
(iii) σBBT (a) = {λ ∈ C : a− λ 6∈ BBT (A)},
(iv) σGBFT (a) = {λ ∈ C : a− λ 6∈ GBFT (A)} = σKD(T (a)),
(v) σGBWT (a) = {λ ∈ C : a− λ 6∈ GBWT (A)},
(vi) σGBBT (a) = {λ ∈ C : a− λ 6∈ GBBT (A)},
respectively.

Remark 2.5. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B and a ∈ A. Then,
it is not difficult to prove the following statements:
(i) FT (A) ⊆ BFT (A) ⊆ GBFT (A).
(ii) BFT (A) + T −1(0) = BFT (A).
(iii) WT (A) ⊆ BWT (A) = AD + T −1(0) ⊆ AKD + T −1(0) = GBWT (A) and
BT (A) ⊆ BBT (A) ⊆ GBBT (A).
(iv) AD ⊆ BBT (A) ⊆ BWT (A) ⊆ BFT (A) and AKD ⊆ GBBT (A) ⊆
GBWT (A) ⊆ GBFT (A).
(v) GBFT (A) + T −1(0) = GBFT (A).
(vi) AD ⊆ AKD ⊆ GBFT (A).
(vii) σGBFT (a) ⊆ σBFT (a) ⊆ σFT (a).
(viii) σGBWT (a) ⊆ σBWT (a) ⊆ σWT (a) and σGBBT (a) ⊆ σBBT (a) ⊆ σBT (a).
(ix) σBFT (a) ⊆ σBWT (a) ⊆ σBBT (a) ⊆ σD(a) and σGBFT (a) ⊆ σGBWT (a) ⊆
σGBBT (a) ⊆ σKD(a).
(x) σGBFT (a) ⊆ σKD(a) ⊆ σD(a).

Finally, given S ⊂ A, Poly−1(S) = {a ∈ A : ∃ p ∈ C[X], p 6= 0 and p(a) ∈
S}, where C[X] is the algebra of complex polynomials. In particular, Poly−1({
0}) is the set of algebraic elements of A.

3 Generalized B-Fredholm elements

In this section, the basic properties of the objects studied in this work will
be considered. To this end, however, first it is necessary to recall some facts.

Remark 3.1. Let A be a unital Banach algebra and consider a ∈ A. Recall
that according to [5, Theorem 12(iv)], σD(a) = I(a)∪ accσ(a), where I(a) =
iso σ(a) \ Π(a) and Π(a) ⊆ isoσ(a) denotes the set of poles of a ∈ A ([5,
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Remark 10]). In particular accσD(a) = accσ(a) = σKD(a) ([5, Theorem
12(iii)] and [19, Proposition 1.5(i)]). The following statements can be easily
deduced from this fact.
(i) Let b ∈ A. Since σD(ab) = σD(ba) ([6, Theorem 2.3]), σKD(ab) =
σKD(ba).
(ii) According to [6, Theorem 2.2], necessary and sufficient for σD(a) to be
countable is that σ(a) is countable. As a result, σKD(a) is countable if and
only if σD(a) is countable if and only if σ(a) is countable.

In the following theorem the main properties of the (generalized) B-
Fredholm spectrum will be studied.

Theorem 3.2. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. If a ∈ A, then the
following statements hold.
(i) BFT (A) and GBFT (A) are regularities.
(ii) If f : U → C is an analytic function defined on a neighbourhood of σ(a)
which is non-constant on each component of its domain of definition, then

σBFT (f(a)) = f(σBFT (a)), and σGBFT (f(a)) = f(σGBFT (a)).

(iii) σBFT (a) and σGBFT (a) are closed.
(iv) σBFT (a) = ∅ if and only if a ∈ Poly−1(T −1(0)), equivalently, T (a) ∈
Poly−1(0).
(v) σGBFT (a) = ∅ if and only if accσFT (a) = ∅.
(vi) Given a1 and a2 ∈ A, σBFT (a1a2) = σBFT (a2a1) and σGBFT (a1a2) =
σGBFT (a2a1).
(vii) σBFT (a) is countable if and only if σGBFT (a) is countable if and only
if σFT (a) is countable.

Proof. (i). According to [4, Theorem 2.3] and [19, Theorem 1.2], AD and
AKD are regularities, respectively. Since T : A → B is an algebra homomor-
phism, BFT (A) and GBFT (A) are regularities.
(ii). Apply [18, Theorem 1.4] to BFT (A) and GBFT (A).
(iii). Recall that σBFT (a) = σD(T (a)) and σGBFT (a) = σKD(T (a)). Then,
apply [4, Proposition 2.5] and [19, Proposition 1.5(ii)].
(iv). Since σBFT (a) = σD(T (a)), this statement can be deduced from [6,
Theorem 2.1].
(v). Recall that, according to [19, Proposition 1.5(i)], σGBFT (a) = σKD(T (a)) =
accσ(T (a)) = accσFT (a).
(vi). Apply [6, Theorem 2.3] and Remark 3.1(i).
(vii). Apply [6, Theorem 2.2] and Remark 3.1(ii).
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Next, (generalized) B-Fredholm elements will be characterized. To this
end, however, some notions need to be recalled.

Let A and B be two unital Banach algebras and consider a (not neces-
sarily continuous) homomorphism T : A → B. The kernel and the range of
the homomorphism T will be denoted by T −1(0) and R(T ), respectively.
Let RT (A) = {a ∈ A : T (a) ∈ Bqnil} be the set of Riesz elements of A
relative to the homomorphism T and NT (A) = {a ∈ A : there exists k ∈
N such that ak ∈ T −1(0)} = {a ∈ A : T (a) ∈ Bnil} be the set of T -nilpotent
elements of A; see [7, 30, 31]. Clearly, NT (A) ⊆ RT (A).

On the other hand, the homomorphism T : A → B will be said to have
the lifting property, if given q ∈ B•, there is p ∈ A• such that T (p) = q,
i.e., T (A•) = B•, which is equivalent to the conjunction of the following
two conditions: T −1(B•) = A• + T −1(0) and B• ⊂ R(T ). This property
does not in general hold. Some examples that satisfy the lifting property
(among others the radical of a Banach algebra or von Neumann algebras)
were considered in [7, Remark 3.4]. In particular, if B• ⊂ R(T ) and T has
the Riesz property, i.e., if for every z ∈ T −1(0), σ(z) is either finite or is a
sequence converging to 0, then T has the lifting property, see [24, Theorem
1] and [8, Lemma 2]. Therefore, if T : A → B is surjective and has the Riesz
property, then T has the lifting property.

Theorem 3.3. Let A and B be two unital Banach algebras and consider
a (not necessarily continuous) homomorphism T : A → B. Suppose that T
has the lifting property. Then, the following statements hold.
(i) Necessary and sufficient for a ∈ GBFT (A) is that there exists p ∈ A•
such that a+p ∈ FT (A), pa(1−p) and (1−p)ap ∈ T −1(0) and pap ∈ RT (A).
(ii) Necessary and sufficient for a ∈ BFT (A) is that there exists p ∈ A• such
that a+ p ∈ FT (A), pa(1− p) and (1− p)ap ∈ T −1(0) and pap ∈ NT (A).

Proof. (i). If a ∈ GBFT (A), then T (a) ∈ BKD. In particular, according to
[17, Theorem 4.2], there is q ∈ B• such that qT (a) = T (a)q, T (a) + q ∈ B−1
and T (a)q = qT (a)q ∈ Bqnil. Since T : A → B has the lifting property,
there is p ∈ A• such that T (p) = q.

Now, the identity qT (a) = T (a)q implies that pa − ap ∈ T −1(0). How-
ever, multiplying by 1− p, it is easy to prove that pa(1− p) and (1− p)ap ∈
T −1(0). In addition, since T (a + p) ∈ B−1, a + p ∈ FT (A). Finally, since
T (pap) ∈ Bqnil, pap ∈ RT (A).

Suppose that there exists p ∈ A• such that a + p ∈ FT (A), pa(1 − p)
and (1 − p)ap ∈ T −1(0) and pap ∈ RT (A). Consequently, q = T (p) ∈ B•
and qT (a) = T (a)q, T (a) + q ∈ B−1 and T (a)q = qT (a)q ∈ Bqnil. Thus,
according to [17, Theorem 4.2], T (a) ∈ BKD, equivalently, a ∈ GBFT (A).
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(ii). Apply the same argument used in the proof of statement (i), using in
particular [27, Proposition 1(a)] instead of [17, Theorem 4.2].

Next some basic properties of the objects introduced in Definition 2.3
will be considered.

Theorem 3.4. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. Then, the following
statements hold.
(i) T −1(0) ⊆ T −1(B•) ⊆ BFT (A).
(ii) A• ⊆ T −1(B•) ⊆ BFT (A).
(iii)FT (A) is a proper subset of BFT (A).
(iv) WT (A) is a proper subset of BWT (A).
(v) BT (A) is a proper subset of BBT (A).
(vi) A• \ T −1(1) ⊆ BFT (A) \ FT (A).
(vii)If a, b ∈ BFT (A) are such that ab− ba ∈ T −1(0), then ab ∈ BFT (A).
(viii) If a ∈ BWT (A), then an ∈ BWT (A) for every n ∈ N.
(ix) If a ∈ BBT (A), then an ∈ BBT (A) for every n ∈ N.
(x) BWT (A) \WT (A) ⊆ BFT (A) \ FT (A).
(xi) BBT (A) \ BT (A) ⊆ BFT (A) \ FT (A).

(xii) AKD ∩ BF (1)
T (A) ⊆ BB(1)T (A).

(xiii) σBWT (a) =
⋂
c∈T −1(0) σD(a+ c) (a ∈ A).

(xiv) σBBT (a) =
⋂
c∈T −1(0),ac=ca σD(a+ c) (a ∈ A).

(xv) The sets σBWT (a) and σBBT (a) are closed (a ∈ A).

Proof. (i). This statement can be easily derived from the inclusions

{0} ⊆ B• ⊆ BD.

(ii). Clearly, T (A•) ⊆ B• and B• ⊆ BD.
(iii). Since {0} ∩B−1 = ∅, then T −1(0)∩FT (A) = T −1(0)∩T −1(B−1) = ∅.
Consequently, T −1(0) ⊆ BFT (A) \ FT (A).
(iv). Clearly, T −1(0) ⊆ BWT (A). In addition, according to the proof
of statement (iii), T −1(0) ∩ WT (A) ⊆ T −1(0) ∩ FT (A) = ∅. Therefore,
T −1(0) ⊆ BWT (A) \WT (A).
(v). It is clear that T −1(0) ⊆ BBT (A) \ BT (A).
(vi). Note thatA•\T −1(1) ⊆ A• ⊆ BFT (A). In addition, if a ∈ A•\T −1(1),
then T (a) ∈ B• \ B−1. In particular, a /∈ FT (A).
(vii). Apply [4, Proposition 2.6].
(viii). Let a ∈ BWT (A). Then a = b+ c, where b ∈ AD and c ∈ T −1(0). It
will be proved that an = bn + xn, where xn ∈ T −1(0), for every n ∈ N. In
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fact, for n = 1 it is obvious. Suppose that this statement is true for k ∈ N.
Then,

ak+1 = aka = (bk + xk)(b+ c) = bk+1 + (bkc+ xkb+ xkc).

Clearly, bkc + xkb + xkc ∈ T −1(0). As a result, since bn ∈ AD, an ∈
BWT (A), n ∈ N.
(ix). Let a ∈ BBT (A). In particular, there are b ∈ AD and c ∈ T −1(0) such
that a = b+ c and bc = cb. As a result, for every n ∈ N

an = (b+ c)n =
n∑
k=0

(
n

k

)
bn−kck = bn +

n∑
k=1

(
n

k

)
bn−kck.

Since bn ∈ AD, z =
∑n

k=1

(
n
k

)
bn−kck ∈ T −1(0) and bn commutes with z,

an ∈ BBT (A).
(x). Clearly, BWT (A) \ WT (A) ⊆ BWT (A) ⊆ BFT (A). If a ∈ BWT (A) \
WT (A), then there exist c ∈ AD and d ∈ T −1(0) such that a = c + d. In
addition, according to [27, Proposition 1(a)], there is p ∈ A• such that

cp = pc, c+ p ∈ A−1, cp is nilpotent.

Note that since a = (c + p) + (d − p) and a /∈ WT (A) = A−1 + T −1(0),
p /∈ T −1(0). Let 0 6= q = T (p) ∈ B•. Then, qT (c) = T (c)q, T (c) + q ∈ B−1
and T (c)q is nilpotent. Thus, T (c) is Drazin invertible but not invertible
(q 6= 0), which implies that c /∈ FT (A). However, since d ∈ T −1(0), a /∈
FT (A).
(xi). Apply an argument similar to the one used in the proof of statement
(x).

(xii). Since A−1 ⊆ BB(1)T (A), suppose that a ∈ AKD \ A−1. According to
[17, Theorem 6.4], there is p ∈ A• such that pa = ap, a + p ∈ A−1 and
a = x+ y, where y = ap ∈ Aqnil, x = a(1− p), xy = yx = 0 and x ∈ A]. In
addition, since T (a) ∈ B], there is q ∈ B• such that qT (a) = T (a)q = 0 and
T (a) + q ∈ B−1 ([27, Lemma 3]). Now well, if q = 0, then by [21, Theorem

2.4] a ∈ FT (A) ∩ AKD ⊆ BT (A) ⊆ BB(1)T (A). On the other hand, if q 6= 0,
then according to [17, Theorem 3.1], T (p) = q and T (y) = T (a)T (p) = 0.

Thus, a ∈ BB(1)T (A).
(xiii)-(xiv). These statements can be easily deduced.
(xv). Apply statements (xiii)-(xiv).

The following theorem summarizes the basic properties of generalized B-
Fredholm elements.
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Theorem 3.5. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. Then, the following
statements hold.
(i) T −1(Bqnil \ Bnil) ⊆ GBFT (A) \ BFT (A).
(ii)If a, b ∈ GBFT (A) are such that ab− ba ∈ T −1(0), then ab ∈ GBFT (A).
(iii) If a ∈ GBWT (A), then an ∈ GBWT (A) for every n ∈ N.
(iv) If a ∈ GBBT (A), then an ∈ GBBT (A) for every n ∈ N.
(v) GBWT (A) \WT (A) ⊆ GBFT (A) \ FT (A).
(vi) GBBT (A) \ BT (A) ⊆ GBFT (A) \ FT (A).
(vii) σGBWT (a) =

⋂
c∈T −1(0) σKD(a+ c) (a ∈ A).

(viii) σGBBT (a) =
⋂
c∈T −1(0),ac=ca σKD(a+ c) (a ∈ A).

(ix) The sets σGBWT (a) and σGBBT (a) are closed (a ∈ A).

Proof. (i). It follows from the fact that Bqnil \ Bnil ⊆ BKD \ BD.
(ii). Apply [17, Theorem 5.5].
(iii)-(iv). These statements can be proved using an argument similar to the
one in Theorem 3.4(viii) and Theorem 3.4(ix), respectively.
(v)-(vi). Apply an argument similar to the one in Theorem 3.4(x)-(xi), using
[17, Theorem 3.1] instead [27, Proposition 1(a)].
(vii)-(viii). These statements can be easily deduced.
(ix). Apply statements (vii) and (viii).

4 Perturbations of B-Fredholm elements

To prove the main results of this section, some preparation is needed.
Given S ⊆ A, the commuting perturbation class of S, is the set

Pcomm(S) = {a ∈ A : S +comm {a} ⊂ S},

where, if H,K ⊆ A

H +comm K = {c+ d : (c, d) ∈ H ×K, cd = dc}.

Let A and B be two unital Banach algebras and consider the homomor-
phism T : A → B. Given K ⊆ B, it is not difficult to prove that

(4.1) T −1(Pcomm(K)) ⊆ Pcomm(T −1(K)).

In particular, T −1(Pcomm(BD)) ⊆ Pcomm(T −1(BD)) = Pcomm(BFT (A)).
Moreover, it is clear that T −1(Poly−1({0})) = Poly−1(T −1(0)). Also, if
K1, K2 ⊆ A are such that K1 ∩K2 6= ∅ then

(4.2) Pcomm(K1) ∩ Pcomm(K2) ⊆ Pcomm(K1 ∩K2).

11



On the other hand, it is well known that b ∈ Aqnil if and only if for every
a ∈ A which commutes with b there is the equivalence:

(4.3) a ∈ A−1 ⇐⇒ a+ b ∈ A−1,

that is,

(4.4) a /∈ A−1 ⇐⇒ a+ b /∈ A−1.

The equivalences (4.3) and (4.4) hold also if A−1 is replaced by A−1left or
A−1right. Consequently,

Aqnil = Pcomm(A−1) = Pcomm(A−1left) = Pcomm(A−1right),

and also,

(4.5) Aqnil = Pcomm(A \ A−1) = Pcomm(A \ A−1left) = Pcomm(A \ A−1right).

In first place, a preliminary result is considered.

Proposition 4.1. Let A be a unital Banach algebra and consider an algeraic
element a ∈ A. Then, a ∈ Aqnil if and only if a is nilpotent.

Proof. Every nilpotent element is quasinilpotent. On the other hand, if
a ∈ Aqnil, then let P ∈ C[X] be the minimal polynomial such that P (a) = 0.
It is well known that σ(a) = P−1({0}). Since σ(a) = {0}, there must exist
k ∈ N such that P (X) = Xk. Consequently, a is nilpotent.

In the following theorem the commuting perturbation class of AD and
AKD will be considered.

Theorem 4.2. Let A be a unital Banach algebra. Then,
(i) Anil ⊆ Pcomm(AD) ⊆ Poly−1({0}).
(ii) Aqnil ⊆ Pcomm(AKD).
(iii) Anil ⊆ Pcomm(AD \ A−1).
(iv) Aqnil ⊆ Pcomm(AKD \ A−1).

Proof. (i). Let b ∈ Anil and a ∈ AD such that ab = ba. Since b ∈ AD and
bd = 0, according to [28, Theorem 3], a + b ∈ AD. In order to prove the
remaining inclusion, suppose that b ∈ Pcomm(AD). The elements λ1(= λ)
are Drazin invertible and commute with b for every λ ∈ C. Therefore,
b+ λ ∈ AD for every λ ∈ C. In particular, σD(b) = ∅. Therefore, according
to [6, Theorem 2.1], b is algebraic.
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(ii). It follows from [28, Theorem 8] and from the fact that bD = 0 if
b ∈ Aqnil.
(iii). Since Anil ⊆ Pcomm(AD) and Anil ⊆ Aqnil = Pcomm(A\A−1) (identity
(4.5)), apply (4.2) to obtain Anil ⊆ Pcomm(AD ∩ (A \ A−1)) = Pcomm(AD \
A−1).
(iv). It follows from (ii), (4.5) and (4.2).

Corollary 4.3. Let A be a unital Banach algebra. Then

(4.6) Poly−1({0}) ∩ Aqnil ⊆ Pcomm(AD).

Proof. Apply Proposition 4.1 and Theorem 4.2 (i).

Remark 4.4. Let A be a unital Banach algebra.Then, the following state-
ments hold.
(i) AKD \ A−1left = AKD \ A−1right = AKD \ A−1.
(ii) AD \ A−1left = AD \ A−1right = AD \ A−1.
(iii) AKD ∩ A−1left = AKD ∩ A−1right = A−1.
(iv) AD ∩ A−1left = AD ∩ A−1right = A−1.

To prove statement (i), note that AKD \ A−1left ⊆ A
KD \ A−1 and AKD \

A−1right ⊆ A
KD \ A−1. Now suppose that a ∈ AKD \ A−1. Then 0 ∈ isoσ(a)

([17, Theorem 4.2]). It follows that 0 is a boundary point of σ(a) and hence,
it belongs to the left and also to the right spectrum of a. This implies that
a /∈ A−1left and a /∈ A−1right. In particular, a ∈ AKD \ A−1left ∩ A

KD \ A−1right.

Therefore, AKD \ A−1 ⊆ AKD \ A−1left ∩ A
KD \ A−1right.

Statement (ii) can be proved using an argument simimilar to the one
developed in the previous paragraph.

Statement (iii) (respectively statement (iv)) can be easily derived from
statement (i) (respectively statement (ii)).

Next algebraic (nilpotent) elements will be characterized using the Drazin
spectrum.

Theorem 4.5. Let A be a unital Banach algebra and consider d ∈ Aqnil.
Then the following statements are equivalent:
(i) The element d is algebraic.
(ii) Given a ∈ A, ad = da implies that σD(a+ d) = σD(a).

Proof. If d is algebraic, then according to Proposition 4.1, d ∈ Anil, which
is equivalent to −d ∈ Anil. According to Corollary 4.3, d,−d ∈ Pcomm(AD).
Let a ∈ A such that ad = da. If λ ∈ C is such that λ /∈ σD(a), then a− λ ∈
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AD, and since d ∈ Pcomm(AD), a+d−λ ∈ AD. In particular, λ /∈ σD(a+d).
To prove the reverse, apply the same argument to −d ∈ Pcomm(AD), a + d
and λ /∈ σD(a+ d).

Conversely, if a = 0, then σD(d) = σD(0) = ∅. However, according to [6,
Theorem 2.1], d is algebraic.

In the following theorem the commuting perturbation class of (general-
ized) B-Fredholm elements will be considered.

Theorem 4.6. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. Then,
(i) NT (A) ⊆ Pcomm(BFT (A)) ⊆ T −1(Poly−1({0}).
(ii) RT (A) ⊆ Pcomm(GBFT (A)).
(iii) NT (A) ⊆ Pcomm(BFT (A) \ FT (A)).
(iv) RT (A) ⊆ Pcomm(GBFT (A) \ FT (A)).

Proof. (i). According to Theorem 4.2 (i) and (4.1),

NT (A) ⊆ T −1(Pcomm(BD)) ⊆ Pcomm(T −1(BD)) = Pcomm(BFT (A)).

Let a ∈ Pcomm(BFT (A)). Then for every λ ∈ C, a + λ ∈ BFT (A), equiva-
lently, T (a) + λ ∈ BD. However, according to [6, Theorem 2.1], T (a) ∈ B is
algebraic.
(ii)-(iv). Apply Theorem 4.2(ii)-(iv) and use an argument similar to the one
in the proof of statement (i).

Corollary 4.7. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. Let a ∈ BFT (A)
and b ∈ NT (A) such that ab − ba ∈ T −1(0). Then, a + b ∈ BFT (A). In
particular, σBFT (a+ b) = σBFT (a).

Proof. Apply Theorem 4.2 (i).

Corollary 4.8. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. If a ∈ RT (A) and
T (a) ∈ B is algebraic, then a ∈ Pcomm(BFT (A)).

Proof. According to Corollary 4.3, T (a) ∈ Pcomm(BD). Therefore, a ∈ T −1(
Pcomm(BD)) ⊆ Pcomm(T −1(BD)) = Pcomm(BFT (A)).

Under the same assumptions in Corollary 4.8, note that if a ∈ A is
algebraic and a ∈ RT (A), then T (a) ∈ Pcomm(BD).
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Let A and B be two unital Banach algebras and consider a (not neces-
sarily continuous) homomorphism T : A → B. Recall that according to [30,
Theorem 10.1], the following statements are equivalent:
(i) The element d ∈ RT (A).
(ii) If a ∈ A is such that ad− da ∈ T −1(0), then σFT (a) = σFT (a+ d).
(iii) If a ∈ A is such that ad = ad, then σFT (a) = σFT (a+ d).
(iv) σFT (d) = {0}.

In the following theorem, a similar result for the B-Fredholm spectrum
will be considered.

Theorem 4.9. Let A and B be two unital Banach algebras and consider a
(not necessarily continuous) homomorphism T : A → B. Let d ∈ RT (A).
Then, the following conditions are equivalent.
(i) T (d) is algebraic.
(ii) If a ∈ A is such that ad− da ∈ T −1(0), then σBFT (a+ d) = σBFT (a).
(iii) If a ∈ A is such that ad = da, then σBFT (a+ d) = σBFT (a).
(iv) σBFT (d) = ∅.

Proof. (i)=⇒(ii). Apply Theorem 4.5.
(ii)=⇒(iii). It is obvious.
(iii)=⇒(iv). Consider a = 0. Then, σBF (d) = σBF (0) = ∅.
(iv)=⇒(i). Apply Theorem 3.2(iv).

5 Perturbations of (generalized) B-Fredholm ele-
ments with equal spectral idempotents

To prove the main results of this section, some preparation is needed first.
LetA be a unital Banach algebra and consider a ∈ AKD. Let p = 1−aDa.

If a ∈ A−1, then p = 0, but if 0 ∈ iso σ(a), p is the spectral idempotent of
a corresponding to 0 and it will be written p = aπ. Note that ap = pa,
ap ∈ Aqnil, a(1 − p), aD ∈ ((1 − p)A(1 − p))−1 and aD is the inverse of
(1− p)a in the algebra (1− p)A(1− p) ([25]).

Remark 5.1. Let A and B be two unital Banach algebras and consider a
(non necessarily continuous) homomorphism T : A → B.
(a). Let a ∈ A such that T (a) ∈ BKD. Let T (a)π = q and suppose that
there exist p ∈ A• such that T (p) = q and w ∈ (1 − p)A(1 − p) such that
T (w) = T (a)D = ((1−q)T (a)(1−q))−1 ∈ ((1−q)B(1−q))−1 ( [17, Theorem
4.2]). Then, it is not difficult to prove the following statements.
(i) (1− p)aw = 1− p+ c1 and wa(1− p) = 1− p+ c2, where ci ∈ T −1(0) ∩
(1− p)A(1− p), i = 1, 2.
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(ii) If w′ ∈ (1 − p)A(1 − p) is such that T (w′) = T (a)D, then w′ − w ∈
T −1(0) ∩ (1− p)A(1− p).
(b). Suppose in addition that T : A → B is surjective and has the lifting
property and consider a ∈ A as before, i.e., T (a) ∈ BKD and T (a)π = q .
In particular, there exist p ∈ A• such that T (p) = q and z ∈ A such that
T (a)D = T (z). However, since T (a)D ∈ (1 − q)B(1 − q), it is possible to
choose z ∈ (1− p)A(1− p).

The results of Remark 5.1 will be used in what follows.

Proposition 5.2. Let A and B be two unital Banach algebras and consider
a (non necessarily continuous) homomorphism T : A → B. Let a1 ∈ A such
that T (a1) ∈ BKD and T (a1)

π = q. Suppose that there exist p ∈ A• and
w1 ∈ (1− p)A(1− p) such that T (p) = q and T (w1) = T (a1)

D. Let a2 ∈ A
and define z = 1 + T (a1)

DT (a2 − a1). Then, the following statements hold.
(i) The element z ∈ B−1 if and only if p+ w1a2 ∈ FT (A).
(ii) Suppose that T (a2)T (a1)

π = T (a1)
πT (a2). Then, z ∈ B−1 if and only

p+ w1a2(1− p) ∈ FT (A).

Proof. (i). Note that z ∈ B−1 if and only if 1+T (w1(a2−a1)) ∈ B−1. Since
T (w1a1) = T (w1a1(1 − p)) = 1 − q, necessary and sufficient for z ∈ B−1 is
that q + T (w1a2) ∈ B−1, which in turn is equivalent to p+ w1a2 ∈ FT (A).
(ii). Since T (a1) and T (a2) commute with q, z ∈ B−1 if and only if 1 −
q + T (w1(a2 − a1)(1 − p)) ∈ ((1 − q)B(1 − q))−1. Now, using an argument
similar to one in the proof of statement (i), it is not difficult to prove that
z ∈ B−1 if and only if p+ w1a2(1− p) ∈ FT (A).

In the following theorems, (generalized) B-Fredholm elements that have
the same spectral idempotents relative to the homomorphism T will be
characterized.

Theorem 5.3. Let A and B be two unital Banach algebras and consider
a (non necessarily continuous) homomorphism T : A → B. Suppose in
addition that T : A → B is surjective and has the lifting property. Let
a1 ∈ GBFT (A) and consider p ∈ A• such that T (p) = T (a1)

π. Then,
the following statements are equivalent.
(i) a2 ∈ GBFT (A) and T (a1)

π = T (a2)
π.

(ii) pa2(1−p) and (1−p)a2p ∈ T −1(0), pa2p ∈ RT (A) and p+a2 ∈ FT (A).
(iii) pa2(1−p) and (1−p)a2p ∈ T −1(0), pa2p ∈ RT (A) and p+w1a2(1−p) ∈
FT (A), where w1 ∈ (1− p)A(1− p) is such that T (w1) = T (a1)

D.
(iv) a2 ∈ GBFT (A), p + w1a2 ∈ FT (A) and w1 = (p + w1a2)w2 + c, where
w1 is as in statement (iii), w2 ∈ A is such that T (w2) = T (a2)

D and
c ∈ T −1(0).
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Proof. Apply Proposition 5.2 to [25, Theorem 2.2] and note the following
fact (statement (iv)).

According to the proof of Proposition 5.2(i), the identity

T (a2)
D = (1 + T (a1)

DT (a2 − a1))−1T (a1)
D

is equivalent to
(q + T (w1a2))T (w2) = T (w1),

which in turn is equivalent to w1 = (p+ w1a2)w2 + c, c ∈ T −1(0).

Remark 5.4. Under the same hypothesis of Theorem 5.3, let a2 ∈ A be
such that a2 ∈ GBFT (A) and T (a1)

π = T (a2)
π.

(i) In particular, w2 ∈ (1− p)A(1− p) and

w1 = (p+ w1a2)w2 + c = w1a2w2 + c = w1(1− p)a2(1− p)w2 + c,

where c ∈ T −1(0) ∩ (1− p)A(1− p).
(ii) Consider again the identity

T (a2)
D = (1 + T (a1)

DT (a2 − a1))−1T (a1)
D.

It is not difficult to prove that

T (w2a1(1− p))T (w1a2(1− p)) = T (w1a2(1− p))T (w2a1(1− p)) = 1− q.

However, since z = q + T (w1a2(1 − p)) (Proposition 5.2(ii)), z−1 = q +
T (w2a1(1− p)).

In particular,

T (a2)
D = (1 + T (a1)

DT (a2 − a1))−1T (a1)
D

is equivalent to w2 = w2a1(1− p)w1 + d, d ∈ T −1(0) ∩ (1− p)A(1− p).

In the next theorem B-Fredholm elements that have the same spectral
idempotents relative to the homomorphism T will be characterized.

Theorem 5.5. Let A and B be two unital Banach algebras and consider
a (non necessarily continuous) homomorphism T : A → B. Suppose in
addition that T : A → B is surjective and has the lifting property. Let
a1 ∈ BFT (A) and consider p ∈ A• such that T (p) = T (a1)

π. Then, the
following statements are equivalent.
(i) a2 ∈ BFT (A) and T (a1)

π = T (a2)
π.

(ii) pa2(1−p) and (1−p)a2p ∈ T −1(0), pa2p ∈ NT (A) and p+a2 ∈ FT (A).

17



(iii) pa2(1−p) and (1−p)a2p ∈ T −1(0), pa2p ∈ NT (A) and p+w1a2(1−p) ∈
FT (A), where w1 ∈ (1− p)A(1− p) is such that T (w1) = T (a1)

d.
(iv) a2 ∈ BFT (A), p+w1a2 ∈ FT (A) and w1 = (p+w1a2)w2+c, where w1 is
as in statement (iii), w2 ∈ A is such that T (w2) = T (a2)

d and c ∈ T −1(0).

Proof. The same arguments in Remark 5.1, Proposition 5.2 and Theorem 5.3
apply to the case of B-Fredholm elements using nilpotent elements instead of
quasi-nilpotent elements. What is more, when considering Drazin invertible
Banach algebra elements, statements similar to the ones in [25, Theorem 2.2]
hold, if nilpotent elements instead of quasi-nilpotent elements are used.

Recall that in Theorem 3.5(ii) (respectively Theorem 3.4(vii)) conditions
assuring that the product of two generalized B-Fredholm elements (respec-
tively two B-Fredholm elements) is generalized B-Fredholm (respectively
B-Fredholm) were given. In the following theorem more information con-
cerning this problem will be given.

Theorem 5.6. Let A and B be two unital Banach algebras and consider
a (non necessarily continuous) homomorphism T : A → B such that T is
surjective and has the lifting property. Let ai ∈ GBFT (A), i = 1, 2, such
that T (a1)

π = T (a2)
π = q and a1a2 − a2a1 ∈ T −1(0). Let p ∈ A• such

that T (p) = q. Then, a1a2 ∈ GBFT (A), T (a1a2)
π = q and if w1, w2 and

w12 ∈ (1− p)A(1− p) are such that T (w1) = T (a1)
D, T (w2) = T (a2)

D and
T (w12) = T (a1a2)

D, then w12 = w2w1 + c, c ∈ T −1(0).

Proof. According to Theorem 3.5(ii), a1a2 ∈ GBFT (A). Moreover, since
T (a1), T (a2) ∈ BKD and T (a1)T (a2) = T (a2)T (a1), according to [17, The-
orem 5.5], T (a1a2)

D = T (a1)
DT (a2)

D = T (a2)
DT (a1)

D. Further, since
T (a1)

π = T (a2)
π = q,

T (a1a2)
π = 1− T (a1a2)T (a1a2)

D = 1− T (a1)T (a2)T (a2)
DT (a1)

D

= 1− T (a1)(1− q)T (a1)
D = 1− (1− q)T (a1)T (a1)

D

= 1− (1− q)(1− q) = 1− (1− q)
= q.

Since T (a1a2)
D = T (a2)

DT (a1)
D, T (a1a2)

D = T (w2)T (w1). Conse-
quently, w12 = w2w1 + c, c ∈ T −1(0).
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property of Drazin invertibility of elements in a ring, Linear Multilinear
Algebra 60 (2012), 903-910.

20
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